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Fall 2020

Tutoring Section 7
Sampling and Hypothesis Testing



Logistics
● Woohoo! Project 1 done. 🎉
● Midterm next week! How are we feeling?
● Next Week: Midterm Review

● Check your email this week so I know what you want to work on

Per usual:
● Feedback Form:

■ Form: https://tinyurl.com/feedbackD8Kevin

All resources can be found on kevin-miao.com

https://tinyurl.com/feedbackD8Kevin


Today
● Sampling

■ Population vs Sample
■ sample
■ np.random.choice

○ Worksheet
● Hypothesis Testing

■ General Outline
■ sample_proportions

○ Worksheet



Sampling
● Goal: We want to know/generalize something about a population, 

i.e. “How much time do Berkeley students work spend their 
homework?”

● Constraint: It’s extremely difficult to ask all Berkeley students
(population)

● Solution: Sampling where we take samples, representative parts 
of the population and ask them this question ”how much time do 
you spend on your homework?”

● Numbers associated with the population are called parameters
● Numbers that say something about samples are called statistics



Sampling functions
● Sampling from a table:

tbl.sample(sample_size, with_replacement=True/False)

- Returns a table
- If you are sampling, with_replacement = True
- We will discuss later when you use with_replacement=False

● Sampling from an array:

np.random.choice(array, sample_size)

- Returns an array



Worksheet

Link: https://tinyurl.com/d8tutweek7



Q1a-b

 

Week Â� Sampling and HUpoPheOiO TeOPing 
DaPa Ã TQPoring 

 

¼  Sampling  
KeU ConcepPO 
Population Rs� Sample 

In daPa Ocience� Se ofPen SanP Po be able Po make a general OPaPemenP aboQP a 
population of indiRidQalO� UnforPQnaPelU� Pime and reOoQrce conOPrainPO generallU 
preRenP OcienPiOPO from haRing acceOO Po daPa aboQP enPire popQlaPionO of 
indiRidQalO� For PhaP reaOon� Se eTamine repreOenPaPiRe parPO of Phe popQlaPion 
called samples� OQr goal iO Po infer Oome characPeriOPicO of Phe popQlaPion� called 
population parameters� from Phe OPQdU of oQr Oample� In manU caOeO� Se are 
inPereOPed in eOPimaPing PheOe paramePerO QOing sample statistics� or qQanPiPieO 
PhaP Se meaOQre from a Oample of Phe popQlaPion�  
 
For eTample� UoQ maU be inPereOPed in knoSing Phe percenPage of all eligible RoPerO 
Sho are regiOPered Po RoPe for Phe Qpcoming elecPion� Since aOking eRerUone in Phe 
U�S� if PheU haRe regiOPered Po RoPe iO clearlU infeaOible� Se Sill haRe Po Pake a Oample�  
 
SomePimeO� Se Sill SanP Po Oample from a pre�eTiOPing Pable� To do Oo� Se can QOe 
Phe folloSing Pable mePhod� 

Wbl.VamSle(VamSle_Vi]e) 
 
In oPher caOeO� Se maU haRe an arraU Se need Po Oample from� In PhiO caOe� Se can 
QOe Phe folloSing fQncPion� 

nS.UandRm.chRice(aUUa\, VamSle_Vi]e) 
 
 

PracPice ProblemO 
¼�¼ LeP�O QOe Phe eTample of rolling a fair die� Remember� rolling a die iO alSaUO 
Oampling �SiPh replacemenP��  

a¡ WhaP iO Phe probabiliPU PhaP UoQ Sill roll a À� IO PhiO an empirical or a PheorePical 
probabiliPU� IO Phere a relaPionOhip bePSeen Phe PSo� 
The probabiliPU PhaP Se roll a À iO ϡ�  
ThiO iO a PheorePical probabiliPU� We coQld geP an empirical probabiliPU bU OimQlaPing 
Phe eTperimenP oRer and oRer again and eOPimaPing Phe PheorePical probabiliPU baOed 

 

 

on the frequency of occurrence of the event we are interested in� We expect that the 
more times we simulate our experiment, the better we will be able to estimate the 
theoretical probability  hence our empirical probability will converge to the 
theoretical one¡� This is often referred to as the Law of Large Numbers� 

 
 
 
 

b) Complete the function UROO_GLH , which takes in no arguments and 
uses the GLFH  table to the right to roll a dice a single time and 
returns the value that is randomly picked� 
 
GHI UROO_GLH(): 

UHWXUQ QS.UaQGRP.FKRLFH(GLFH.FROXPQ(µSLGH¶)) 
 
 
OR 
 
UHWXUQ GLFH.VaPSOH(...).FROXPQ(0).LWHP(0) 
CRXOG GR 1 aV WKH aUJXPHQW WR VaPSOH aV WKaW PaNHV WKH 
PRVW VHQVH, bXW LW aFWXaOO\ GRHVQ¶W PaWWHU. 

 
 

 
 

c) Simulate rolling a die ¼» times and store the results in an array called 
VLPXOaWHG_UROOV �  

 
VLPXOaWHG_UROOV = PaNH_aUUa\() 

 
IRU L LQ ___________________: 

IaFH = ___________________________________ 
VLPXOaWHG_UROOV = _________________________________ 

 
VLPXOaWHG_UROOV = PaNH_aUUa\() 

 
IRU L LQ QS.aUaQJH(10): 

IaFH = UROO_GLH() 
VLPXOaWHG_UROOV = QS.aSSHQG(VLPXOaWHG_UROOV, IaFH) 
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Q1c-d

 

 
d¡ We�ve generated histograms of dice roll results for samples of siVe ¼»� ¼»»� ¼»»»� 

and ¼»�»»» below� Which histograms correspond to which sample siVes� and whU� 
Do these histograms show a probabilitU or empirical distribution� 
 

A  B  
 
 

C D  
 

Answer�  A� ¼»»¡�  B� ¼»¡�  C� ¼»»»»¡�  D� ¼»»»¡ 
As the number of trials increases� the empirical distribution� which these histograms are� 
should converge to the probabilitU distribution� IntuitivelU� Uou can think that in a small 
number of trials� there is a lot of randomness that might make the distribution diverge 
from what we would predict�  
 
 

½  HUpothesis Testing 
KeU Concepts 
Suppose Uou flip a  presumablU¡ fair coin ½» times� and see that the coin comes up 
heads ¼Ã out of the ½» flips of the coin� This seems strange to Uou� as Uou previouslU 
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Hypothesis Testing
● Observation: When I flip a fair coin 20 times, it is

unlikely to land heads 18 times but it’s possible.
● Problem: When we observe a certain scenario, how 

likely is it that that coin is fair or biased?
● Solution: Hypothesis testing! We basically simulate a 

fair coin 100, 1000, 10000, … times. 



sample_proportions

● Modeling proportions

Sample_proportions(sample_size, model_proportions)

- Returns an array of proportions the same size as 
model_proportions

● What does it do?
○ You give it an array of model proportions and a sample size. We are 

going to sample sample_size times from this model and calculate the 
proportions.



sample_proportions example

● Imagine we are rolling a die.
● Intuitively, we know that the chance to roll a 1, 2, 3, 4, 5, 6 is 1/6.
● model_proportions = [1/6, 1/6, 1/6, 1/6, 1/6, 1/6]
● The proportions add up to one, and each entry corresponds to the 

proportion of rolling its corresponding number of eyes.
● Imagine when we roll 1 time, how often (in proportions) do we see 

1,2,3,4,5,6 eyes.
○ Sample_proportions(1, model_proportions)

● What about for 100 times?
○ Sample_proportions(100, model_proportions)



When to use what? 🤷
● tbl.sample(size, with_replacement = True)

○ Using it if we are sampling and the data is given in the form of a table.
○ By default size is the size of the full table

● tbl.sample(size, with_replacement = False)
○ This is basically shuffling the rows in a table. 
○ Only used in A/B testing.
○ By default size is the size of the full table

● sample_proportions
○ Using if we are given an array of model_proportions that add up to 1.

● np.random.choice
○ If we are given an array, and we want to sample from it!



Q2.1

 

believed that the coin is fair� A natural question to ask would be � was the ¼Ã heads in 
½» flips due to random chance� Or was it due to something other than random chance� 
 
HULoPheOiO PeOPing  uses the power of computation to allow us to answer the question of 
�Was this strange event due to random chance�� in a scientific and consistent manner� 

 

Practice Problems 
½�¼ Suppose Uou are flipping thumbtacks� and thumbtacks alwaUs either land pointing 
up or pointing down� You flip a thumbtack Á» times� and observe the thumbtack land 
pointing down ¿À times� Your friend tells Uou that a thumbtack lands down with a ⅔ 
chance� and lands up with a ⅓ chance�  
 
a� Does the thumbtack that Uou are flipping seem consistent with Uour friend�s model� 
WhU or whU not� 
Yes� the thumbtack Uou are flipping seems consistent with Uour friend�s model� The 
model stated a probabilitU of ⅔ landing down� which would mean that we eTpect ¿» 
thumbtacks to be landing down� but we observed ¿À� which is not too different from the 
eTpected amount� 

 
 

b� Complete the function IOLS_WKXPbWacN � which takes in no arguments and 
randomlU flips a thumbtack that lands down with ⅔ probabilitU and lands pointing up 
with ⅓ probabilitU Á» times� and then returns the number of pointing down results out 
of Á» tosses�  
 
deI IOLS_WKXPbWacN(): 

SURbabLOLWLeV = __________________________________________ 
SURSRUWLRQV = VaPSOe_SURSRUWLRQV(________________________) 
SURSRUWLRQ_dRZQ = ________________________________________ 
UeWXUQ ___________________________________________________ 

 
deI IOLS_WKXPbWacN(): 

SURbabLOLWLeV = PaNe_aUUa\(ѿ, Ѿ) 
ePSLULcaO_SURSRUWLRQV = VaPSOe_SURSRUWLRQV(60, 
SURbabLOLWLeV) 
SURSRUWLRQ_dRZQ = SURSRUWLRQV.LWeP(0) 
UeWXUQ SURSRUWLRQ_dRZQ * 60 
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Q2.2
 

½�½ SQppose UoQ SanP Po leaRe UoQr breakfasP choices Qp Po chance� YoQ haRe a cabineP 
of ¿ differenP cereal brands� Cheerios� LQckU Charms� FrQiP Loops� and Cocoa PQffs� 
SQppose UoQ randomlU pick ¿ cereal boTes SiPh NeLlacemeJP � 

a� WhaP is Phe probabiliPU PhaP UoQ pick foQr QniqQe brands of cereal� 

On Phe firsP draS� UoQ can pick anU of Phe foQr boTes� on Phe second pick UoQ can onlU 
pick Í boTes� ePc� Therefore�  

P Picking foQr QniqQe brands of cereal¡ Ó  ¿�¿¡¦ ¾�¿¡¦ ½�¿¡¦ ¼�¿¡ 

 

b� WhaP is Phe probabiliPU PhaP UoQ don�P pick Cheerios� 

In order Po noP pick Cheerios� UoQ haRe Po pick LQckU Charms� FrQiP Loops� and Cocoa 
pQffs on all foQr draSs� This probabiliPU is eqQiRalenP for all draSs� since UoQ are 
sampling SiPh replacemenP� 

Therefore� P NoP picking Cheerios¡ Ó  ¾�¿¡¦ ¾�¿¡¦ ¾�¿¡¦ ¾�¿¡ 

½�¾ In Phe NePherlands� all men Pake a miliParU preindQcPion eTam aP age ¼Ã� The eTam 
inclQdes an inPelligence PesP knoSn as �RaRen�s progressiRe maPrices� and inclQdes 
qQesPions aboQP demographic Rariables like familU siVe� A sPQdU Sas done in ¼ÄÁÃ� 
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Not true lol



Old exam question (FA19 MT1)
4

3. (26 points) Choosing shirts

Chidi has 4 white shirts, 9 blue shirts, and 2 gold shirts. Each day, he chooses one shirt to wear from all the

shirts available in his closet. Each shirt is equally likely to be chosen.

In each part below write a mathematical expression (not Python) that evaluates to the probability described.

You do not need to simplify any arithmetic. Please do not multiply by 100 to get percents.

For parts (a) and (b), assume that Chidi will only wear each individual shirt once in any particular week.

(a) (3 pt) What is the probability that Chidi wears blue shirts every day for the first three days of the week?

(b) (3 pt) What is the probability that out of the first two days of the week, he wears blue one day and gold

on the other?

For the remainder of the question, assume that after wearing a shirt, Chidi puts it back in the closet without

washing it. This means that he can wear the same shirt multiple times.

(c) (3 pt) What is the probability that Chidi wears gold shirts every day for a week?

(d) (3 pt) What is the probability that Chidi wears at least one white shirt during one week?
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End of Section
● Please complete the anonymous Feedback form so I can improve 

my teaching:
● https://tinyurl.com/feedbackD8Kevin

● Solutions and notes will be posted as soon as possible.

● Email me if you have any questions: kevinmiao@berkeley.edu

● No tutor OH next week L
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